


WHAT ARE NEURAL NETWORKS?

®* YA computing system made up of a number of simple, highly interconnected
processing elements, which process information by their dynamic state

response to external inputs”

® “Artificial” Neural Networks are loosely modeled after the neuronal structure

of our cerebral cortex



USES FOR NEURAL NETWORKS

® Data Mining

®* Image Recognition

* Artificial Intelligence
* Grouping

®* Language Processing
®* Medical Purposes

® Energy Saving

® And much more



LAYERS

® There are (generally) 3 layers when building an ANN (Artificial Neural Network)

® Input Layer

®* Dynamic Variables that are needed to find the output

® Hidden Layers
®* Where most of the computation occurs

® Misc. Algorithms applied, sometimes mix and matching multiple algorithms

® Output Layer

®* Predicted Answer
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OPEN SOURCE SOLUTIONS

® OpenNN

® C++ open source library

®* FANN

®* Multi-Language open source library done by a graduate student (works very well tho)

® Main code is in C, but has been exported to multiple languages as an API.
® PyBrain
® Python based ANN. Open Sourced. Slightly older than others.

® TensorFlow

® Python Based Computational System made by Google. Is used for much of their Machine

Learning research. Open Sourced (sort of)
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Frun'pyfann'inpurt'lihfann
importos.path

input_left-=-[]
‘[1

input_start-=-[]

connection_rate-=-1
learning_rate-=- 7

18 npum_input-=-4

11 num_neurons_hidden-=-1808

12 num_output-=-1

13

14 desired_error-=-8_0808001

15 max_iterations-=-1600

16 iterations_between reports--=-1
17

18 speed_boost-=-500

19

<:> 20 ann-='libfann_neural_net()

\ def -

21 ann_create_sparse_array(connection_rate,  {num_input, num_neurons_hidden, ‘num_output))
22 ann.set_learning_rate(learning_rate)

23 ann.set_activation_function_output(libfann_ SIGMOID)# SVMMETRIC)

24 ann_set_training_algorithm{libfann_ TRATN_ TINCREMENTAL)

25 if-os.path.isfile("weights.net"):

26 - -ann._create from_file("weilghts_ net")
e hr

train():

‘# train- the network

- ~global -ann
‘rann_train_on_file("inputs_txt", max_iterations, iterations_between reports, desired error)
- -ann.save("weights net")







